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Why should | care!
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What do | need!?




not just for games
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CUDA SDK

Standard Libraries: Integrated CPU
FFT, BLAS,... and GPU C Source Code

NVIDIA C Complier

NVIDIA Assembly
for Computing CPU Host Code
CUDA Runtime & Driver

not GPGPU









Where can | use it?




coarse sub-problems




independently parallel




containing finer pieces




cooperatively parallel
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How does it work!




r/w device memory




r/o constant memory




r/o texture memory




|6 multi-processors




each with




/68 threads




warps of 32




8192 registers




| 6K shared memory




no scheduling overhead
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How do | use it!?




function qualifiers




__global
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~ device
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variable qualifiers




~ shared
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~_constant




Introducing PyCuda




Questions!




